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Abstract: Scheduling, one of the most important decision making process in the operation of manufacturing
systems, is defined as a series of activities where it is required to allocate available resources to jobs by
determining the exact production schedules for achieving a set of objectives. The dynamic nature of
manufacturing systems makes the real life scheduling environment extremely complicated. To ensure the
sustainability in this environment, generating effective production schedules in real time is the key in the
operational aspect. Job shop scheduling problems (JSSPs) have been studied extensively and most instances of
JSSP are NP-hard, which implies that there is no polynomial time algorithm to solve them. As a result, many
approximation methods have been explored to find near optimal solutions within reasonable computational
efforts. Swarm Intelligence techniques are one of the metaheuristics that provide near optimal solutions for
JSSP. In this paper, Bacterial Foraging Optimization (BFO), a new comer in Swarm Intelligence techniques, is
applied to solve JSSP. A MATLAB code for solving JSSP using BFO is developed and the bench marking
instances are solved using the codes. The obtained results are compared with the best known solutions and
Particle Swarm Optimization (PSO). PSO has given satisfactory results for JSSP when implemented
individually and also as a variant when hybridized with other meta heuristics.
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I.  Introduction

Manufacturing facilities are complex, dynamic, stochastic systems. Many manufacturing organizations
generate and update production schedules, which are plans that state when certain controllable activities (e.g.,
processing of jobs by resources) should take place. Production schedules coordinate activities to increase
productivity and minimize operating costs. A production schedule can identify resource conflicts, control the
release of jobs to the shop, ensure that required raw materials are ordered in time, determine whether delivery
promises can be met, and identify time periods available for preventive maintenance.

The two key problems in production scheduling are “priorities” and capacity.™ Research in scheduling
theory has evolved over the past forty years and has been the subject of much significant literature with
techniques ranging from unrefined dispatching rules to highly sophisticated parallel branch and bound
algorithms and bottleneck based heuristics. One of the most popular models in scheduling theory is that of the
job-shop, as it is considered to be a good representation of the general domain and has earned a reputation for
being notoriously difficult to solve. Job shop scheduling have been defined as providing scheduling for a shop
floor with  n jobs, m machines .If the completion time of J; on My is Cic then the duration in which all
operations for all jobs are completed is referred to as the makespan C. In the optimisation variant of I, the
objective of the scheduler is to determine starting times for each operation, ty > 0, in order to minimise the
makespan while satisfying all the precedence and capacity constraints. That is, the goal maybe expressed as
determiningC 25, Where ,
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Each job follows its own sequence. The Job Shop Scheduling Problem(JSSP) belongs to the class of NP-Hard,
which means that it is hard to solve the problem in polynomial time.

In this paper, a metaheuristic approach for solving JSSP has been presented. Swarm Intelligence
techniques have gained importance in this field over the past few years. Following the same trend of swarm-
based algorithms, Passino proposed the Bacterial foraging optimization algorithm BFOA. Application of group
foraging strategy of a swarm of E.coli bacteria in multi-optimal function optimization is the key idea of the new
algorithm.™ This algorithm have been used in this paper to provide a near optimal solution for this problem. A
few bench marking JSSP instances have been taken as a case study and the BFOA has been applied to the bench
marking instances. The obtained results are compared with the best known solutions. Another Swarm
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Intelligence technique Particle Swarm Optimization(PSO) has also been used to solve these Bench marking
instances and a comparison has been made between the performance of these two algorithms .

Il. Literature review

Foraging Optimization Algorithm (BFOA), proposed by Passino, is a new comer to the family of
nature-inspired optimization algorithms. Passino has explained hoe the BFOA mimics the foraging behavior of
the E.Coli Bacteria over a landscape of nutrients to perform parallel non gradient optimization in a paper
presented in the International Journal of Swarm Intelligence research in 2005.!Since then, many researchers
have applied BFOA and its variants for solving different problems.

Gautam Mahapatra and Soumya Banerjee in their paper A Study of Bacterial Foraging Optimization
Algorithm and its Applications to Solve Simultaneous Equations showed how the bio-inspired Bacteria
Foraging O[E]timization Algorithm (BFOA), can be used to solve such system of equation with rank less than or
equal to n.

In 'enhanced bacterial foraging algorithm for permutation flow shop scheduling problems’ Shivakumar
B. L.and Amudha.T dealt with one of the significant types of scheduling problems, the permutation flow shop
scheduling problem. The competence of bacterial problem solving and a proposed hybrid bacterial swarming
technique were analyzed by applying them to benchmark problems of permutation flow shop. A comparative
analysis of the results indicates the improvement in scheduling efficiency in terms of reduced cost through the
application of bio-inspired techniques.™

In Bacterial Foraging for Engineering Design Problems: Preliminary Results' Efr'en Mezura-Montes
and Betania Hern’andez-Ocana have presented an approach based on the bacterial foraging optimization
algorithm (inspired on bacteria moving in their environment looking for high-nutrient areas) to solve
engineering design problems. [

Narendhar.S and Amudha. T in their research work, ‘A Hybrid Bacterial Foraging Algorithm For
Solving Job Shop Scheduling Problems’, hybridized Bacterial Foraging Optimization was with Ant Colony
Optimization and a new technique Hybrid Bacterial Foraging Optimization for solving Job Shop Scheduling
Problem was proposed. !

Divya. P, Narendhar. S and Ravibabu. V in An Enhanced Bio-Stimulated Methodology to Resolve
Shop Scheduling Problems symbolized the efficiency of Customized Bacterial Foraging Optimization
algorithm. In this research work, Bacterial Foraging Optimization was combined with Ant Colony Optimization
and a new technique Customized Bacterial Foraging Optimization for solving Job Shop Scheduling, Flow Shop
Scheduling and Open Shop Scheduling problems were suggested. The Customized Bacterial Foraging
Optimization was tested on the Benchmark instances and randomly created instances.

Vipul Sharma S.S. Pattnaik Tanuj Garg in their paper 'A Review of Bacterial Foraging Optimization
and Its Applications’ presented an application based review of such variants .[”

In “Synergy of PSO and BFO-A Comparative Study on Numerical Benchmarks”,, the paper introduces
a hybrid approach involving PSO and BFO for optimization of multi-modal and high dimensional functions.
The algorithm combines PSO based mutation operator with bacterial chemotaxis in order to make judicious use
of exploration and exploitation abilities of search space and to avoid false and premature convergence. The
algorithm is tested on five standard functions Rosenbrock, Rastrigin, Griewank, Ackley, Shekel’s Foxholes and
also on spread spectrum radar poly phase code design. It is found that the overall performance of the hybrid
algorithm is better than stand alone BFO and at least comparable to PSO and its variants.

In paper “ Bacterial Foraging Oriented By Particle Swarm Optimization Strategy for PID Tuning”, the
Korani has applied BFO oriented by particle swarm optimization (PSO), called BFPSO, for tuning of PID
(proportional derivative integral) controller kp, kI and kd. Conventional BFO depends on random search
directions which may lead to delay in reaching global solution while PSO is prone to be trapped in local
minima. In order to get better optimization, the new algorithm combines advantages of both the algorithms i.e.
PSO’s ability to exchange social information and BFO’s ability in finding new solutions by elimination and
dispersal. Simulation results demonstrated that overshoots of PID controller are reduced considerably with
faster convergence and thus the hybrid algorithm outperforms conventional BFO and PSO.

The paper “Intelligent Bacterial Foraging Optimization Technique to Calculate Resonant Frequency of
RMA” presents an hybrid approach involving BFO and PSO. The authors utilized faster convergence property
of PSO for finding corresponding positions of bacteria in the predefined domain i.e. search space. By doing so
they made the search space narrowed and thus reducing computational time. The change in resonant frequencies
of different patches are calculated first and placed randomly in search space of PSO and then searching starts
using PSO to nearest experimental values. Then theses values are placed in search space of BFO. Root mean
square value (RMSE) is taken as fitness function in BFO. The results show promising improvement in accuracy
and drastic reduction in time. [*!
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Mahmoud in “Design Optimization of A Bow-Tie Antenna For 2.45 GHz RFID Readers Using A
Hybrid BSO-NM Algorithm” used bacterial foraging oriented by particle swarm optimization (BF PSO or
simply BSO) hybridized with Nelder-Mead algorithm to design bow-tie antenna for RFID readers. The BSO-
NM algorithm is integrated with Method of Moments (MoM) to optimize the antenna. The algorithm optimizes
bow tie antenna parameters i.e. height, neck width and flare angle to make it resonant at desired frequency.
Reflection coefficient has been taken as cost function to be minimized. It is found that BFO-NM algorithm
produced results better than those generated by individual BFO or BSO. !

K. M. Bakwadl, S.S. Pattnaikl, B. S. Sohi2, S. Devil, B.K. Panigrahi3, Sanjoy Das4, M. R. Lohokare
in their paer Hybrid Bacterial Foraging with Parameter free PSO presents fusion of Bacterial Foraging with
parameter free Particle Swarm Optimization (HBFpfPSO). The proposed technique is used to enhance quality of
global optima of multimodal functions.™*

I11.  Bacterial Foraging Optimization Algorithm For Job Shop Schedulin
1.1 BFOA
BFOA and PSO belong to the group of swarm intelligence(SI) techniques which involves the study of
the computational systems inspired by the collective intelligence of the homogenous agents in the environment.
BFOA mimics the foraging strategies of the E.Coli bacteria in nutrient gradient environment. There are four
important processes in BFOA:
e Chemotaxis- swim and tumble movements of the bacteria in search space to reach the nutrient rich
environment avoiding noxious environment.
e  Swarming- signaling among the bacteria to collective reach the nutrient rich space which is achieved by the
release of attractants and repellents.
The cell to cell signaling between the bacteria is given by
5
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where
0=[0,. . 0, 1" is a point on the optimization domain and 0';, is the m™" component of the i" bacterium
position 0'.
dawract =0.1,be the depth of the attractant released by the cell (a quantification of how much attractant is
released) and
Wit =0.2be a measure of the width of the attractant signal (a quantification of the diffusion rate of
the chemical).
Nrepettent =Uarractant D€ the height of the repellant effect (magnitude of its effect) and Wyepeiian: =10

e Reproduction- a process in which the healthy bacteria split in two and unhealthy bacteria die thereby
improving the healthy population

e Elimination and dispersal- here the bacteria get dispersed all over the search space thereby increasing the
chance of finding the global optimum.

BFOA to JSSP:

The BFOA algorithm in this work has been modified to suit the Job Shop Scheduling problem. Each parameter

in BFOA have been taken like this:

e  Obijective of JSSP: makespan minimization

e  Total number of operations o=n*m(n- number of jobs, m-number of machines)

e Population S=o0

e Location of each bacteria=(t;,k)[ operation number for the i"™ job on the j"™ machine is k (1 = k = n) and
the processing time for that job on that machine is t;;,

o dimension of the search space p is taken as 2

e Intial position of all bacteria (0,0)
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The algorithm obtains a schedule for each machine, j, (1<j<m), i.c., all jobs 1 to i are scheduled on j and once
the schedule for the j" machine is obtained, then the sequence proceeds to the next machine j+1.

Flow Chart for BFOA for JSSP: _
e Initialize parameters p, S, N¢, Ns, Nre, Ned, Ped, C(i)(i=1,2...5),0". t=time matrix and m=machine matrix
Elimination-dispersal loop: I=I+1
Reproduction loop: k=k+1
Chemotaxis loop: j=j+1
[a] Fori=1,2...S take a chemotactic step for bacterium i as follows.
[b] Compute fitness function, J (i, j, k, I).
temp=[t(1:i,j),mac(L:i,j)];
b1=0;b2=1;
r=(b2-bl).*rand(i,2)+b1;
theta=temp.*r
for i=1:n
jec=[(0.1*[(-exp(-0.2*(theta(i,1).”2)))+(exp(-10*(theta(i,1).”2)))])+(0.1*[(-exp(-
0.2*(theta(i,2).”2)))+(exp(-10*(theta(i,2).*2)))D1;
[y k]=min(jcc);
jbest=jini+jcc;
jini=jbest;
pnext=pini+(ci*b);
pini=pnext;
seq=[seq.yl;
end reproducuction step;
ed step
end
end

Thus the final sequence is obtained.
111.2  Particle Swarm optimization Algorithm(PSO)

Particle swarm optimization (PSO) was developed by Kennedy and Eberhart in 1995, based on the
swarm behavior such as fish and bird schooling in nature. PSO has been applied to almost every area in
optimization, computational intelligence, and design of scheduling applications. The movement of a swarming
particle consists of two major components: a social component and a cognitive component. Each particle is
attracted toward the position of the current global best g* and its own best location xx i in history, while at the
same time it has a tendency to move randomly. Let x; and v; be the position vector and velocity for particle i,
respectively. The new velocity and location updating formulas are determined by

VD, = VO + v [ge—X1+Bv, [x ]

XL = x4 + VD where v; and v, are two random vectors, and each entry taking the values between 0

and 1. The parameters o and B are the learning parameters or acceleration constants, which can

typically be taken as, say, a = B =2. There are at least two dozen PSO variants which extend the

standard PSO algorithm, and the most noticeable improvement is probably to use inertia function 6(t)

so that vt i is replaced by 6(t)vt i where 6 € [0,1]. This is equivalent to introducing a virtual mass to

stabilize the motion of the particles, and thus the algorithm is expected to converge more quickly.™®

PSO for JSSP:

Each postion for a particle is given by the time and operation number. An initial population with some
schedules is generated to find the pnes. The population is updated based on the makespan obtained for each
sequence by retaining the best sequences and changing the inferior sequences. Best sequences are those with
low makespan and the inferior ones usually have high make span value.

The flow chart for implementing PSO for JSSP is as follows:

1. Initialize maximum velocity V. =0.5, number of jobs (n),number of machines(m), number of

operations o=n*m; population size r=2*n; X- position vectors, V-velocity vectors

2. Initialize local best positions, global best positions, learning parameters, initial population

3. find the makespan for each sequence
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4. updating the pyest Value for i particle

if pbest(i) > makespan(i)
pbest(i)=makespan(i);

5. finding the gpest

6. updating the velocity and position vectors
7. finding the final makespan

8.end

111, Current Work
In the present work, 3 benchmarking instances ABZ6, ORB10, MT10 have been solved using BFOA and PSO.
A comparison has been made between the obtained between the obtained results and the best known solutions.
Each instance consists of a line of description, a line containing the number of jobs and the number of
machines, and then one line for each job, listing the machine number and processing time for each step of the
job. The machines are numbered starting with 0%

1.ABZ6

Adams, and Zawack 10x10 instance (Table 1, instance 6)
1010
762824525384447638282093924166
547297892922193429756380078667
145746622226938069440333875596
485876568988336675256135077785
860920725363481052130598654286
387973551295465186622858080765
581253757671981043426854358169
420686521879962234027181730346
968666598886766056382195447278
030350734258177534884440946644

2.ORB 10

Instance from George Steiner (GES2)

1010
966813093791614570399253486116
8349990627655624646212123 9175
912826764692467528366283138058
0771733822756844195187898 8973
034174748544492640360262822967
988853587975924896752771950 5
8529436 5778512362421280160031
9818237236754785563512391530096
9798552884215833936477100631 14
043163283329452598654739833923

3. MT 10, Fisher and Thompson 10x10 instance, alternate name (mt10)
1010

0291782 9336449511662756844921
043290475911369128646546772830
1910853392748905107 12689945433
1812950714996 9852785398922543
2140 6122561326469821749972653
2841 25523958489720476654 6725
146037361213632521932889730455
231086146574432688819948736379
076169376551285911640789426874
185013261678649765473524907 45
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The results obtained for 10 iterations using each algorithm are as follows:
Instance Best known solution Bfoa Pso
Abz6 1043 1293 1277
MT10 1051 1150 1149
ORB10 944 1583 1316
Table: 1 Solutions for JSSP instances using BFOA and PSO

V. Conclusion

The effect of number of iterations on the make span of ORB10 for each algorithm are tabulated below:
Instance Number of iterations BFOA PSO
ABZ6 10 1283 1277
ABZ6 25 1295 1468
ABZ6 100 1221 1324
ABZ6 200 1321 1221
Table: 2 Effect of number of iterations on makespan for ORB10 using BFOA and PSO

The convergence of the solution with number of iterations for PSQO is as follows:

PSO 0l 58P
T

13601~

g 1o

10 160 180

Fig 1: convergence of make span using PSO

The convergence of the solution with number of iterations for BFOA is as follows
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Fig 2: convergence of make span using BFOA
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V.  Conclusions:

e A new swarm intelligence technique Bacterial Foraging Optimization Algorithm has been applied to job
shop scheduling problems of size n*m and also on some bench marking instances. The obtained results
have been compared with the best known solutions and another swarm intelligence technique, Particle
Swarm Optimization Algorithm.

e  Quick convergence is observed and the results are almost instantaneous, thus proving the method to be a

suitable method for solving real time JSSP, which are otherwise difficult to solve by conventional

computational methods.
The algorithm can be further improved to obtain solutions nearly equal to the best known solutions by fine

tuning.
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